Cloud Data Management, Simplified

Steve Blow
Systems Engineering Manager EMEA

Zerto



The Zerto Platform
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Journal-Based Recovery

Rewind and recover to any point in time
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Traditional Protection
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Application Consistency
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Long Term Retention - Architecture
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New Flexible Licensing Options
ENTERPRISE CLOUD EDITION
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Cloud Data Management and Protection Strategy

Disaster recovery, backup, and workload mobility
to, from, and within public cloud
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Testing Recovery and Reporting

Regulatory Compliance

Zerto

Report generated by
Zerto Virtual Replication

Recovery Report for Virtual Protection Group
HyperV-CRMApp2

Report was generated on 04/13/2015 15:10:51

Recovery Operation Details

Initiated by VCLAB.LOCAL\Administrator
Recovery operation Failover Test

Point in time 04/13/2015 11:19:42

Recovery operation start time 04/13/2015 11:19:53

Recovery operation end time 04/13/2015 12:01:03

RTO 00:02:25

Recovery operation result Passed by user

User notes VMware to HyperV failover test passed

Virtual Protection Group Recovery Settings

Protected site DC1-VMware
Recovery site DC3-Hyper-V

Default recovery host hypervhost1.lab.local

Default recovery datastore E

Default test recovery network vmxnet3 Ethernet Adapter - Virtual Switch

Default recovery folder SCVMM_VM_FOLDER_BASE

Recovery Report for Virtual Protection Group HyperV-CRMApp2
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Detailed Recovery Steps

Zerto

¥ [Step Description Reslf | Start Time | End Time | EXecution
m
| Fail-over test VM CEMAppl-File uccess I
1| Create recovery UM 'CRMApp)-File - testing recovery’ mecess I
3| Feconfiruwre [P for UM CEMAop)-File - testine recovery’ uccess I
Fail-gver test VM ‘CRMApp) Web' uccess 7
1 Create recovery VM ‘CRMApD- uccess 7
3 | Reco TP for UM ‘CRMApp: uccess 7
.| Fail-over test VM CEMApp2 Daubase’ uccess
1| Create recovery VM 'CHMApp)-Database - testing vecovery | Success
2| Reconfizure [P for VM CRMApp)-Database - testing recovery | Success
disable DRS uccess
.| Fail-over rest UMs' CEMApp) File' volumes uccass 2
1 | Create scrarch volume for VM CRMAppl File - msting uccess 2
recovery’
52 | Dench volume CEMApp]-File-0:07 from Z-VRA- Success TI2108 | 00:00:05
‘hypervhostl lab.local
53 | Attach volume CRMAppI-FUe-0.0- 1o VM CEMAppI-File - | Success 311 | 000603
testing recovery’
G [Fail-overtest VW' CRMApp? Danbase volumes Success {11030
61 |  Create scrah volume for VM CRMAppI-Dambase - tesimg | Success | 112030
recovery’
€2 | Dewch volume CEMAppI-Database-0:0; from Z-VEA- Success
hypervhose] lab local
63 | Aftach volume CRMAppI-Dambase-0:0 to VM CRMAppE- | Success TI3T47 | 000603
Database - testing recovery'
7 [Fail-over test UMs' CRMApp3-Web volumes Success 113131 [00050
71 | Create scrarch volume for VM CRMAppl-Web - testing Success 00:00:31
recovery’
72 | Dewch volume CEMAppl-Web-0:07 from ‘Z-VRA- Success TI2128 | 00:06:05
Bypervhosel lab.local
73. | Atuchvolume ‘CRMApp2-Web-0-07 to VM CRMAppd-Web - | Success 112137 | 00:00:03
testing recovery’
8 [SonUMs Success 112004 | 00:06:30
81 Start VM CEMApp) File - testing recovery' Success 2147 [ 00.00:00
32 Stat VM CEMAppL-Web - festing recovery’ Success 214900
EEN Start VM CRMApp]-Database - testing recovery’ Success 2004 [ 000614

Recovery Report for Virtual Protection Group HyperV-CRMApp2
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Simplified Deployments with Planner

zertﬂ Planning %) What's New A& Steve Bow ~

Analytics

Dashboard VM Selection Source Site Sﬁe\ectedVMs Target Platform Journal History C?/muvssslun Sep42019-Sep112019
BostonDC  [] 8VMsSelected /4 Azure ) ¥ 50%

VPGs

Overall Sizing Requirements @
Total Recovery Disk Size

Storage ZCAs WAN Total Journal Size
1 B 21459 £ 17.68e E2 776.50

Monitoring
Reporting
porting VM Level Statistics @ jel

Used/Provisioned Avg. IOPS Avg Throughput Required Journal Size

VM Name Datacenter

ShareP1ADO1 Boston DC 172.20.210. [ 3267 317.27 KBps 13.07GB

SharePtFarmo01 Boston DC 0 ¢ 44.59 GB / 45.11 GB 22 46 KBps 948 MB

Center Server A Boston DC 65.72 KBps

Boston DC 7.02KBps 296 MB

Boston DC 4411 GB/ 54.11 GH ; 10.31 KBps 435 MB

SharePtSQLO1 Boston DC 172.20.2101 137 MB

Web App Boston DC

WinFs01 Boston DC 172.20.2101
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Impact — Why Zerto?

“We need to have a robust BC/DR solution that is reliable and will meet our

service levels. With array-based replication, we had to have extensive

knowledge of how VMs were mapped to LUNs and it required significant A B N .A M R 0

scripting and workarounds. We cannot afford this risky process for BC/DR.

Zerto demonstrated its simplicity immediately — it was up and running in 90

minutes. It was simple, reliable and easily met our internal and external

requirements for data protection.”
“Before Zerto our DR Tests would never be complete until the

.. next day and they needed monitoring the whole time. Now we

can do it at any time of day and have a report ready in less

than 5 minutes. It’s just so easy and controlled that anyone can
do it!”

“One of the key attributes of ZVR is, as long as VMware

supports it, Zerto can support it. We are looking to migrate :  <pm

older applications, which could have been a very complex and Klng pSher
costly process. With Zerto, not only is the process efficient, it

is so simple. We just select the virtual machines and migrate

them over. This could have taken us months using a traditional

Zerto solution.”
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